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Abstract

We present preliminary findings of a quantitative analysis of several attributes of Web page
layout and composition and their relation to usability. We compared Web sites that have been
favorably rated by experts with those that have not been rated, and found that 6 out of 12
measured attributes were significantly associated with highly rated sites. We also found 2
pairwise correlations for highly rated sites, and 5 pairwise correlations for nonrated sites. Our
predictions about how these pairwise correlations were manifested in the layout of the pages
were supported by post-hoc inspect of randomly selected pages. Additionally, Web site home
pages were found to have measurably different characteristics than other pages. These results
will be used to inform further quantitative studies as well as user studies, the aim of which is
to develop methods for automated usability assessment.

1 Introduction

Despite the abundance of design recommendations, recipes and guidelines for building a usable Web
site [4, 5, 6, 15, 16, 17, 18, 21, 22, 24, 25, 26, 27], usability, especially for information-centric Web
sites, continues to be a pressing problem. Given that an estimated 90% of sites provide inadequate
usability [20], a projected growth of 196 million new sites within the next five years [17], and a
severe shortage of user interface professionals to ensure usable sites [17], tools and methodologies
are needed to accelerate and improve the Web site design process.

Our research goal is to develop automated usability evaluation methods to enable designers of
Web sites to compare alternative designs before undergoing costly implementation. We are creating
a new methodology and tool called Web TANGO (Tool for Assessing NaviGation and information
Organization). As part of this work, we plan to conduct user studies to determine values and
thresholds for attributes of Web page composition that contribute to usability. In order to simplify
the experiment design of the user studies, we would like to know which attributes are important and
which can be eliminated from consideration. Thus as a first step, we are developing quantitative,
automatic metrics to determine which attributes are correlated with usability.

This paper reports our preliminary analyses of a collection of over 400 information-centric Web
pages. For this study, we place Web sites into two categories: ranked (that is, rated favorably
by users or experts) and unranked (those that have not been so rated). For each Web page,
we computed 12 quantitative measures having to do with page composition, layout, amount of



information, and size (e.g., number of words, links, and colors). These metrics cover roughly half
of the Web page attributes that have been ascribed to usability in the literature (see Appendix A).
We found that 6 metrics – text cluster count, link count, page size, graphics count, color count
and reading complexity – were significantly associated with rated sites. Additionally, we found 2
strong pairwise correlations for ranked sites, and 5 pairwise correlations for unranked sites. Our
predictions about how the pairwise correlations were manifested in the layout of the rated and
unrated sites’ pages were supported by inspection of randomly selected pages. Home pages were
found to have measurably different characteristics than other pages. Finally, we applied a linear
discriminant classifier to the page types, achieving a predictive accuracy of 63%.

We are focusing on what we call information-centric Web sites – those whose goal is to convey
information about some topic. Examples include news, government and medical information sites,
as well as portals that provide content in addition to link indices. This is in contrast to Web sites
whose primary goal is to perform a function or service. Some Web sites have both an information
delivery portion as well as a functional section; online catalog sites are a good example of this type
of site.

The next section discusses background information and related work. Section 3 describes the
methodology, including the 12 quantitative metrics used and the Web page collection. The analysis
of this collection is presented in Section 4, including the significant differences, metric correlations
and the results of the predictive model. The paper concludes with discussion and future work.

2 Background and Related Work

Our survey of over 100 usability evaluation methods [12] revealed that several automated methods,
such as operationalized guidelines and GOMS analysis, have been effective complements to non-
automated methods like user testing. Despite the potential benefits, automated usability evaluation
for human-computer interfaces is greatly underexplored, especially in the Web domain.

Most automated methods for Web sites focus on statistical analysis or visualization of usage
patterns in server logs [2, 3, 7, 10, 11, 29, 30]. Server logs are problematic because they only track
unique navigational events (e.g., do not capture use of back button) and are subject to obfuscations
caused by caching.

Other automated, inspection-based approaches assess static HTML according to a number of
guidelines, such as whether all graphics contain ALT attributes [1, 23]. For example, the Web static
analyzer tool (SAT) [23] checks the accessibility (i.e., support for users with disabilities), forms use,
download speed, maintainability, navigation and readability of Web pages. Several aspects, such
as adequate color contrast or functional scripts, are difficult to measure automatically with such
tools. Other techniques compare quantitative Web page measures, such as the number of links or
graphics, to thresholds [28, 30, 31]. However, concrete thresholds for a wider class of quantitative
Web page measures still remain to be established; our work is a first step towards this end.

WebCriteria’s Site Profile [32] attempts to mimic a user’s information-seeking behavior within a
model of an implemented site. Site Profile uses an idealized user model that follows an explicit, pre-
specified navigation path through the site. It estimates page load and optimal navigation times for
the path, and measures content freshness and page composition (e.g., amount of text and graphics).
Currently, it does not employ additional user models, nor does it attempt to predict navigation
paths, compare page composition to concrete thresholds or consider the impact of page attributes
such as the number of fonts or colors.

Chi, Pirolli, and Pitkow [2] have developed a simulation approach for generating navigation
paths for a site based on content similarity among pages, server log data, and linking structure.
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Metric Description

Word Count Total words on a page

Body Text % Percentage of words that are body vs./ display text (i.e., headers)

Emphasized Body Text % Portion of body text that is emphasized (e.g., bold, capitalized or near !’s)

Text Positioning Count Changes in text position from flush left

Text Cluster Count Text areas highlighted with color, bordered regions, rules or lists

Link Count Total links on a page

Page Size Total bytes for the page and images

Graphic % Percentage of page bytes for images

Graphics Count Total images on a page

Color Count Total colors employed

Font Count Total font face and size combinations employed

Reading Complexity Gunning Fog Index (ratios of words, sentences and words with > 3 syllables

Table 1: Web page metrics selected for our study.

The simulation models a number of agents (i.e., hypothetical users) traversing the site from spec-
ified start pages, and it considers information scent (i.e., common keywords between an agent’s
goal and content on linked pages) to make navigation decisions. The authors use simulated paths
as input to the Dome Tree visualization methodology, which enables the evaluator to explore
commonly-traversed paths and gain insight about users’ information needs. Similar to the WebCri-
teria approach, this method does not account for the impact of various page attributes, such as the
amount of text or reading complexity, in its navigation decisions. Studies revealed that actual and
simulated navigation paths can diverge dramatically when scent is not clearly visible (i.e., buried
under graphics or text) [2].

3 Methodology

Our methodology uses quantitative Web page attributes (e.g., number of fonts, images and words)
to compare ranked and unranked Web pages. Specifically, we wanted to determine if there are
significant differences between the groups and to construct a model for predicting group member-
ship. This model would enable us to establish concrete thresholds for each metric, evaluate them
with user studies, and eventually provide guidance for design improvement. The following sections
introduce the metrics employed and describe the data collected for this analysis.

It is important to note that this study does not measure a key set of attributes – those relating
to the quality and organization of the content itself. We recognize this limitation, and plan to
address content-related issues as a separate problem. As noted above, some work has been done
on information scent and determining content similarity between pages [2, 8].

3.1 Web Page Metrics

Appendix A lists 42 Web page attributes associated with effective design and usability. Table 1
describes the 12 metrics selected for our study. These metrics cover half of the attributes and
can be computed automatically. We developed a tool to compute these metrics and capture addi-
tional information about Web pages, including degree of self-containment (i.e., whether the page
encompasses all content and formatting or employs style sheets, scripts, applets or other objects).
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3.2 Data Collection

We collected data for 463 information-centric sites from several sources (see Table 2). Between
March 5 and 25 of 2000, we captured data for an average of 4 (maximum of 10) randomly-selected
pages on each site, including the home page. The final data set consisted of 2,015 English and
non-English pages, including pages from education, government, newspaper, magazine, financial,
medical and portal sites. Some sites contained e-commerce components, but we removed such
pages from our data set. We also eliminated pages with fewer than 30 words and only considered
pages that exhibited high self-containment (i.e., did not use style sheets, applets, objects, scripts
or frames). 1,054 of the pages (52%) fit our constraints.

We categorized pages as either ranked or unranked based on their source (Y or N in column 2 of
Table 2). These sources base their ratings on either expert reviews or on user ratings of comparable
top sites. Expert reviewers consider factors such as value to users, content and design quality, as
well as popularity. For example, PC Magazine editors report that they spend considerable time
analyzing the Web and subjectively selecting sites that they feel are “useful and well-designed and
deliver on the promises they make.” The Webby Awards employs a panel of over 100 judges from
The International Academy of Digital Arts & Sciences who use a rigorous evaluation process to
select sites. Sources that employ user rating (The Web 100 and People’s Voice Awards) also rely
on expert reviewers to provide a list of top sites to users for final selection.

We consider these ranking sources to be more usability-centered and credible than other sources,
such as RateItAll.com, which allows any user to arbitrarily rate any site on a 5-point scale (see
Section 4.4). Finding a large sample of favorably ranked, high self-containment, information-centric
pages proved to be a major challenge. It was even more challenging to find pages unfavorably
ranked, since these sites are often redesigned in response to such ratings. As such, we are restricted
to contrasting favorably ranked with unranked pages with the assumption that favorable ratings
still apply (although those sites may have changed since the ratings took place). We do not assume
a site to be unfavorably rated because it is unranked. We also assume that favorable rankings apply
to all pages within a site, since experts typically evaluate a sample of pages.

The ranked sample consists of 214 pages, while the unranked sample contains 840 pages. From
the unranked sample, we randomly selected 214 pages for this analysis. Hence, the analysis data
comprises 428 pages (half ranked and half unranked).

Source R Criteria Pgs. URL

Yahoo! 101 Most Useful Y Expert review 5% http://www.zdnet.com/zdsubs/yahoo/content/
101most/index.html

The Web 100 Y User rating 6% http://www.web100.com/

PC Magazine Top 100 Y Expert review 2% http://www.zdnet.com/pcmag/special/web100/

WiseCat’s Top 100 Y Expert review 3% http://www.wisecat.co.uk/

Webby Awards Y Expert review 4% http://webbyawards.com/

People’s Voice Awards Y User rating 1% http://webbyawards.com/

WebCriteria’s Industry N NA 23% http://www.webcriteria.com/
Benchmarks benchmarks/index.htm

Yahoo Business & Economy N NA 29% http://dir.yahoo.com/Business and Economy/
Consumer Advocacy and Information/

Other N NA 27% NA

Table 2: Sources for our 428 study pages. We identify sources that rank pages favorably with a Y in column 2 and
sources used to compile our unranked sample with an N. We also denote the ranking criteria, percentage of study
pages from each source (Pgs.), and source URL.
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4 Analysis of Ranked and Unranked Pages

We employed several statistical techniques, including t-tests for means, correlation coefficients, and
linear regression, to study differences between the samples of ranked and unranked Web pages.
Below we discuss these differences and in some instances offer anecdotally verified interpretations.

4.1 Significant Differences

Table 3 contrasts means and standard deviations for the groups and reveals several differences. We
employed t-tests for equality of means to determine their significance and report 2-tailed p values
in the table. Despite large standard deviations, there are significant differences (i.e., p < .05)
for 6 metrics – text cluster count, link count, page size, graphics count, color count and reading
complexity. We make the following inferences from the data in Table 3.

• Text clustering is used to a larger degree in ranked pages as compared to unranked pages.
Such clustering is thought to facilitate scanning – quickly skimming over text to find needed
information [18, 26].

• Ranked pages contain more links than unranked pages. We will show in the next section
that these links tend to be clustered into groups. This clustering may expose the information
organization more clearly and in turn facilitate information-seeking [21, 22, 27]. It is also
possible that ranked pages contain redundant links (e.g., repeating links in a navigation bar
and footer), which is also helpful for information seeking [27]. We intend to analyze this
metric in future studies.

• Ranked pages contain more bytes than unranked pages. Given similar graphic percentage
statistics, it appears that this larger page size is not entirely due to images, but instead is
also attributable to more text content. This is supported by a larger mean word count for
ranked pages. More content on a page could possibly help users find information faster,
but a larger page size, especially with a larger number of images, could potentially degrade
download speed. We intend to evaluate download speed in future studies, since it has been
found to correlate strongly with usability [5, 18, 27].

• Ranked pages contain more images than unranked pages, which contributes to the larger page
size. A cursory inspection of a random sample of 10 pages revealed that most of these pages

Mean Standard Deviation
Metric Ranked Unranked Ranked Unranked Significance

Word Count 790.5 585.8 1604.5 1315.7 0.150

Body Text % 73.7 73.2 22.4 24.5 0.824

Emphasized Body Text % 26.1 25.0 27.2 25.7 0.672

Text Positioning Count 4.4 5.4 4.8 11.2 0.244

Text Cluster Count 17.9 10.8 22.1 17.4 0.000

Link Count 58.8 39.2 56.6 44.2 0.000

Page Size (Bytes) 57341.2 39614.9 72024.3 34312.0 0.001

Graphic % 53.6 52.8 27.9 29.3 0.756

Graphics Count 25.1 17.5 28.1 22.5 0.002

Color Count 8.6 7.4 3.8 3.1 0.001

Font Count 4.6 4.6 2.7 2.9 0.836

Reading Complexity (GFI) 15.8 19.6 7.8 21.1 0.014

Table 3: Means and standard deviations for the two groups along with t-test results (2-tailed significance). Bold
text denotes significant differences (i.e., p < .05).
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contain organizational graphics (i.e., images to divide the page into sections or lists). As
previously discussed, text clustering is thought to be beneficial for scanning. One aspect of
images that we have not captured, however, is the number of unique images employed. This
information should provide insight about the use of organizational graphics in pages; we will
assess differences for this metric in future studies.

• Ranked pages tend to use more colors than unranked pages (this color count does not include
colors in images; rather it counts only colors specified in the HTML coding). We only measure
the use of unique colors, since this has been shown to impact users more so than repeated
use of the same color [26]. We will show in the next section that ranked pages use color to
make display text stand out.

• Ranked pages appear to have a lower reading complexity measure (i.e., Gunning Fog Index)
than unranked pages. According to Robert Gunning, developer of the index, the ideal value
for written documents is 7 or 8 with a level above 12 indicating poor readability (i.e., difficult
for even a college student to read) [9]. However, studies by Spool et al. [27] found the page’s
readability to be inversely correlated with its Gunning Fog Index. In a study of information-
seeking tasks, users were more successful at finding information on pages with the highest
scores (index of 15.3). Pages with the highest scores in Spool’s study employed text clustering.
Conversely, users were least successful on pages with the lowest scores (index of 6.5).

In our study, the mean reading complexity for ranked pages is 15.8, which is very close to the
index for pages that facilitated information-seeking in the Spool et al. study. It is significantly
different from the mean of 19.6 for unranked pages. We inspected representative unranked
pages and found most to contain lists of links with very little non-link text. Currently,
we compute the reading complexity for a page’s text without considering how the text is
formatted (e.g., in lists). Consequently, we can potentially underestimate the number of
sentences for such formatting and hence overestimate the reading complexity. This is also
the case for ranked pages that contain link indices similar to unranked pages. Contrary
to unranked pages, most ranked pages containint numerous links tend to also contain link
annotations as we will discuss in the next section. This layout results in an average reading
complexity that is lower than the unranked sample. We plan to consider text formatting in
computing our reading complexity measure in future studies.

4.2 Metric Correlations

We also computed product-moment correlation coefficients (i.e., ratios of covariance and variance)
to study group differences for metric pairs. Table 4 summarizes key correlations for the samples.
The following two subsections discuss the results for both ranked and unranked pages.

4.2.1 Ranked Pages

Coefficients for the ranked sample demonstrate large (i.e., |r| > 0.5), positive correlations between
link and text cluster counts as well as between font and color counts. This is also the case for the
unranked sample, which we discuss in the next section. The first pattern coupled with negative
correlations with emphasized body text percentage suggests that color is used mainly for display
text. We observed that many documents use font tags to change the color of display text and/or
situate display text in a colored region, such as a table row. Highlighting display text in this manner
makes it stand out from body text and consequently facilitates scanning [18, 26].
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Ranked Unranked
Emphasized Text Emphasized Text

Body Cluster Link Color Body Cluster Link Color
Metric Text % Count Count Count Text % Count Count Count

Link Count -0.008 0.516 - 0.201 -0.077 0.548 - 0.540

Graphics Count -0.040 0.370 0.305 0.331 -0.102 0.445 0.525 0.344

Color Count -0.200 0.447 0.201 - 0.013 0.610 0.540 -

Font Count -0.083 0.315 0.091 0.642 0.043 0.321 0.366 0.551

Table 4: Partial metric correlations for the two groups. Bold text denotes large correlations (i.e., |r| > 0.5).

Positive correlation between link and text cluster counts suggests that clustering is used to
organize links into groups. The medium-strength correlation between color count and other at-
tributes implies that color is used as a separator to a lesser degree than other techniques, such
as lists, rules or link annotations (links coupled with descriptive text). Effective link clustering is
thought to clearly expose the information organization, which in turn facilitates information seeking
[21, 22, 27].

We inspected a random sample of 10 pages to see if pages exhibited predicted patterns –
colored display text and link clustering. We observed both patterns on all pages, including the
representative page from GardenGuides (http://www.gardenguides.com/kitchen.htm) shown at the
top of Figure 1. First- and second-level display text is green and black (gray and black in grayscale)
respectively. Links are clustered in the left column with a header and emphasized with reverse
coloring. Links are clustered in the main text area in two ways: either a bordered region containing
a green header and descriptive text; or a bulleted list with green text. Table 5 compares the page’s
key metrics to the group mean and standard deviation. They are fairly consistent with the group.

4.2.2 Unranked Pages

Correlation coefficients for the unranked sample exhibit similar correlations between font and color
counts and between link and cluster counts. However, they also exhibit strong, positive correla-
tions between color and cluster counts, between color and link counts, and between graphic and
link counts. Based on these additional correlations and correlations for emphasized body text
percentage, we predicted that unranked pages would exhibit the following characteristics.

• Some display text coloring would be found in conjunction with body text emphasis (i.e., font
color changes) or clustering (i.e., enclosed in colored regions).

• Link coloring (i.e., using multiple colors for text links) or link clustering (i.e., using multiple
colored regions or lists for links). Use of non-standard link colors has been found to impede
Web site usability [18]. We intend to measure link coloring directly in future studies.

Ranked Unranked
Metric Example Mean Std. Dev. Example Mean Std. Dev.

Emphasized Body Text % 7.2 26.1 27.2 46.7 25.0 25.7

Text Cluster Count 17 17.9 22.1 11 10.8 17.4

Link Count 59 58.8 56.6 24 39.2 44.2

Graphics Count 4 25.1 28.1 15 17.5 22.5

Color Count 10 8.6 3.8 6 7.4 3.1

Font Count 7 4.6 2.7 12 4.6 2.9

Table 5: Key metrics for example pages along with means and standard deviations for the groups.

7



Figure 1: Example pages from the ranked (top) and unranked (bottom) samples. The ranked page demonstrates
the use of colored display text and link clustering. The unranked page demonstrates the use of colored display text,
emphasized body text, and image links.
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Standardized
Metric Coefficient Significance

Reading Complexity -.097 .000

Page Size .100 .044

Body Text % .104 .000

Color Count .140 .008

Text Positioning Count -.180 .037

Link Count .231 .049

Table 6: Standardized coefficients indicating the contribution of each metric to ranking predictions along with t-test
results (2-tailed significance).

• Image links (e.g., text presented as an image), simulated image maps (i.e., created from
multiple image files) or bulleted links (i.e., links coupled with an image).

Strong correlations between color count and other metrics could imply that unranked pages use
a larger number of colors than ranked pages. However, this is not the case; ranked pages use more
distinct colors on average (mean of 8.6 vs. 7.4), a difference which was shown to be significant in
the previous section. Instead, we hypothesize that these correlations illustrate a major difference
in how color is used within the samples. For example, the unranked pages might contain more
colored body text than the ranked pages, a point that is supported by the correlations between
color count and emphasized body text percentage in unranked pages. We verified this hypothesis
with a random sample of 10 pages from both groups. We also found ranked pages to contain more
colored display text as previously discussed. Thus, highlighting body text – as opposed to display
text – may be an overuse of color. In the extreme case of color overuse, non-emphasized text would
stand out more than emphasized text [26], thus defeating the purpose of using emphasis indicators.

We inspected a random sample of 10 unranked pages for the three patterns: body text emphasis
or clustering; link coloring or clustering; and images used for links. We observed at least two
of these patterns in 70% of the sampled pages. The second example page in Figure 1 shows a
representative page from the New Zealand Ministry of Consumer Affairs (http://www.consumer-
ministry.govt.nz/y2k%20 traders.html). First- and second-level display text is green and brown
(light and dark gray in grayscale) respectively. There are also several areas with consecutive lines of
brown body text throughout the page. (Studies have shown that text emphasis spanning consecutive
lines impedes readability [26].) Body text is interspersed with bulleted lists in several places. The
left column contains links colored green, while the right column contains an arrangement of image
links. Table 5 shows the page’s key metrics to be fairly consistent with unranked pages as a group.

4.3 Predicting Web Page Classification

In the analysis above, t-tests revealed differences for individual metrics, while correlation coefficients
enabled pairwise comparisons. We next employed linear regression to investigate relationships
among metrics and to predict whether pages should be classified as ranked or unranked. We
used a stepwise entry method on a subset of the 12 metrics where variables were entered into the
analysis based on the mean difference between groups [13]. The metrics that were retained from this
procedure were link count, text positioning count, color count, body text percentage, page size and
reading complexity. Table 6 contains standardized coefficients for these metrics, which indicates
their contribution to ranking predictions. Reading complexity, page size and body text percentage
contribute roughly equally to predictions, while text positioning and color counts contribute about
1.5 times as much as these 3 measures. Link count contributes 2.3 times as much to predictions as
the body text percentage, page size and reading complexity metrics. T-test results in Table 6 show
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these predictors to all be highly significant.

Equation 1 shows the regression equation expressed with unstandardized coefficients and a
computed constant; it outputs a value near 0 to indicate an unranked page, and a value near 1 to
indicate a ranked page. This equation explains 10% of the difference between the groups (p ¡ .001)
and has an F statistic of 4.369 (p ¡ .001) indicating that the linear combination of these metrics is
significantly related to the categorization of ranked versus unranked.

Rank(x) = 0.129 + 0.002 ∗ Link Countx − 0.003 ∗Reading Complexityx − (1)

0.011 ∗ Text Positioning Countx + 0.020 ∗ Color Countx +

8.734 ∗ 10−7 ∗ Page Sizex + 0.002 ∗Body Text%x

We also conducted a linear discriminant analysis to use the metrics to predict group membership.
Similar to linear regression, we used a stepwise entry method on the full data collection [13]. We
were able to successfully classify 63% of pages with the computed discriminant function; this
function has a 98% correlation with Equation 1. The function was better at classifying unranked
(71% correct) than ranked (56% correct) membership. Part of the difficulty lies in using rankings
of 0 or 1 to distinguish groups, as opposed to a broader range of values. We intend to conduct user
studies to collect Likert ratings in order to address this limitation.

4.4 Non-expert Page Ratings

A question that may be asked about our methodology is whether unranked pages should really
be unranked, or whether they were simply overlooked and never assigned a rating. In order to
indirectly assess this, we performed an additional study using a different set of ratings. These
ratings are from RateItAll (www.rateitall.com), a site that enables any user to rate sites using a
5-point scale (1 - Terrible!, 2 - Bad, 3 - OK, 4 - Good, 5 - Great!). Unlike other ranking sources
in our study, there are no rating criteria, and any person can rate any site. Thus the editorial
authority of the ratings are subject to question, and the ratings might reflect subject matter and
content as opposed to other elements of Web page design. Nevertheless, we decided to see if these
ratings aligned with the ranked/unranked distinctions used above.

Nineteen sites in our original sample had been assigned ratings by at least 4 people at RateItAll.
This yields a sub-sample of 59 pages (61% and 39% from ranked and unranked samples, respec-
tively). The average rating for this sub-sample was 3.6 (i.e., better than OK). We assigned rating
scores as low (1 ≤ r ≤ 2.2), medium (2.2 < r < 3.8) and high (3.8 ≤ r ≤ 5). 47% of the sub-sample
belonged to the medium category and 53% to the high category. Sites tend to be rated favorably
on RateItAll, which accounts for the absence of pages in the low category and the high average
score for the sub-sample. We associated high ratings with ranked pages and medium ratings with
unranked pages1.

Comparing the two classification systems – ranked/unranked versus RateItAll’s low/medium/high
rating – revealed that 54% of pages were classified consistently (i.e., ranked with a high rating or
unranked with a medium rating). Of the inconsistent assignments, 29% were ranked pages that
were assigned a medium RateItAll score, and 17% were unranked with a high RateItAll score. The
latter case (few unranked assigned a high rating) indicates that most of our unranked sample is
properly labeled.

However, the former case in which ranked pages received a medium rating illustrates a difference
between expert and user opinions, because 70% of these pages are from sources that employed expert

1We would have also associated low ratings with unranked pages if there were such pages in our sub-sample.
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review – WiseCat’s Top 100, PC Magazine Top 100, and the Webby Awards. In an attempt to
explain this difference, we ran the classifier on pages that had medium versus high RateItAll scores.
The classifier achieved an overall accuracy of 70% using graphics count as the only distinguishing
feature. As discussed in Section 4.1, ranked pages (i.e., high RateItAll score) contain more graphics
than unranked pages. This difference between expert and non-expert ratings indicates that user
studies using non-experts will have to be defined carefully.

4.5 Home Pages vs. Other Pages

We also separated the data into home pages and other pages. Our goal was to determine if our
methodology was sensitive to a page’s function, such as a home page, index page or content page
[19]. Our analysis of home pages (58% ranked and 42% unranked) revealed some similarity to
the analysis reported above; however, there were some major differences in metric correlations.
For example, text cluster count predicts group membership for home pages with 66% accuracy,
which is consistent with the primary goal of most home pages – giving the user an overview of site
organization and contents. Analysis of non-home pages (48% ranked and 52% unranked) is almost
identical to our prior analysis. However, link count, text positioning count, color count and reading
complexity predict group membership with 63% accuracy. The model for all pages predicted group
membership with the same accuracy and with these same metrics, but with the additions of body
text percentage and page size. These results indicate that classifying pages by functional type or
genre and incorporating this information into our analysis would improve accuracy. We plan to
investigate this in future studies.

5 Conclusions and Future Work

Web pages and sites differ from each other on many dimensions, such as layout quality, screen
coverage and information quality. Many dimensions are not accessible to easy quantification and
statistical analysis; however, this preliminary study demonstrates that quantitative measures can
provide useful insight for distinguishing ranked and unranked information-centric pages. We iden-
tified 6 variables – link count, text positioning count, color count, body text percentage, page size
and reading complexity – that predict group membership with 63% accuracy. We also illustrated
key significant differences and usage patterns based on metric correlations. These studies in con-
junction with our early findings should enable us to establish concrete thresholds for each metric,
which could then be used by designers to improve Web site designs. Future work will focus on
validating and improving our prediction model with user studies.

Currently our analysis focuses on single page metrics only. A natural extension is to study
differences at the site level and evaluate consistency across pages. A more significant limitation in
our analysis is that it currently covers only easily-quantified attributes. In the future we plan to
develop measures that take into account information content, quality, and consistency.

Our approach is not meant to replace traditional evaluation methods, rather to complement
these methods and ideally facilitate comparison of alternate designs before costly implementation
and possibly reduce costs incurred with traditional methods.

For more information on Web TANGO or the metrics computation tool, see
http://www.cs.berkeley.edu/∼ivory/research/web.
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A Comprehensive Web Page Measures

Table 7 provides a summary of 42 Web page aspects identified in the literature as influencing
usability. We group these measures according to features they assess: text, link and image elements
on a page (Page Composition); layout of elements on a page (Page Formatting); and high-level
characteristics (Overall Page). Many characteristics in the first two groups can be easily measured,
while most characteristics in the third group require designer and/or user evaluation. We note
aspects measured by our metrics computation tool in column 3 (M) and provide references.
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